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ABSTRACT

A color coding scheme for hierarchially representing the cartographic syrmbology
associated with JOG Series 1501- A charts has been developed and implemented at the
RADC E,4perimental Cartographic Facility (ECF). This scheme employs a three level
hierarchy, with up to ten (10) colurs available for coding each level of the hierarchy.
The first level of color coding is accomplished directly on the cartographic base man-
uscript in a manner resembling current compilation procedures, while the second and
third levels of coding are accomplished on a registered, transparent overlay tc the
base manuscript. The annotative procedure is straightforward and permits rapid color
tagging with very low error rates.

Based on this color coding scheme, computer programs which accomplish the
II necessary recognition and interpretation of these color codes were developed and dem-

onstrated. Color-tagged raster data recorded by the RADC Automatic Color Scanner
[ 1Device (ACSD) comprised the input to these progcams, while the output comprised lin-

eai data fully annotated in accordance with the p 'escribed code structure. In this proc-
ess, separate scannings are required for the base manuscript and the coded overlay.

In addition, computer programs which symbolize pre-formatted raster data for
output on the RADC Graphic Plotter were developed and demonstiated. These pro-
grams accept edited and symboltzed raster line center data which has been sorted by
the assigned final printed graphics color, and generate the aperture and density level
commands required to drive the Graphic Plotter.
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EVTALUATION i:E,"40

This report documents one of a continuinq series of efforts
aimed at the development of an Avanced Cartographic Syste.r, (ACS)
for the Aeronautical Chart and Information Center (ACIC). The
first objective of the effort was to develop a hierarchical color
coding scheme for use with the Automatic Color Scanning Device
(ACSD). VaT, scheme developed involves the use of three colors
and allows approximately three hundred features to be recognized.
T'..- first color is applied directly to the feature on the base
manuscript. The remaining two colors are placed on an overlay
which is -egistered to tie base manuscript. Tiese two colors
intersect the feature they identify. The sche.ne works well, how-
ever, it requires that the feature be converted to a lineai fornat
in a continuous manner. The current raster to lineal conversion
process produces a segmented representation of the feature and
thus separates the two overlay colors from all but the specific
segment they are associated with. There are two possible solu-
tions to this problem. The first is to tag all of the segments.
This is a cumbersome and time consuming task. The second is to
improve the linealization process to the point where it does
produce a continuous record.

The second obje#-tive of the effort was to implement a computer
program for applying 'symbology' to edited raster data for output
on the Graphic Plotter. The "symbology" in this case is repre-
sented by spot sizes equivalent to the desired line weights on
the final products. The program runs on the DEC PDP-9 and
assigns the proper aperture and density values to the raster data.
These assignments can be made automatically to all or some of
the data based on a table contained withLn the program. Optica]J¾,
the user can override the program and assign specific printing in-
formation to any or all of the raster data depending on his par-
ticular requirements.

WILLIAM G. MCLELLAN
Project Engineer
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SECTION I

INTRODUCTION

1 . BACKGROUND

a. The Experimental Cartographic Facility

RADC is presently engaged in a research and development program
to design and develop hardware and application software programs for an Advanced
Cartographic System (ACS) to be deployed at the Aeronautical Chart and Information
Center (ACIC). Extensive government and private industry expertise are being expend-
ed to establish a realistic, yet flexible system design philosophy consistent with the
existing and projected aeronautical chart finishing requirements of the ACIC. As part
of its continuing development program, RADC has assembled at its Experimental Cart-
ographic Facility (ECF) a wide variety of computer and cartographic-oriented hardware
units. These include commercially available computers, storage devices, and periph-
eral input-output units, and a complement of commercial and experimental digitizing
and plotting equipment.

b. The Chart Finishing Subsystem

Using these various equipments, one of the major efforts to date
has been to configure a system for automating the chart finishing operation which pro-
duces the final color separation negatives for chart production. An essential function
in automating this process has been to devise a means for rapidly and accurately con-
verting hand drawn compilation manuscripts into digital form for computer processing.
This processing is required to separate the data by its identifying feature color, edit
that data to the quality level required by the finished manuscript, and assign the re-
quired lineweight symbolization for final plotting.

c. Raster Processing Subsystem

(1) Raster Data Input

Since compilation manuscripts are customarily drawn in
colored leads, or pencils, one of the experimental devices developed to perform this
conversion was the Automatic Color Scanning Device (ACSD). This is an automatically
operated raster scanning equipment which senses and records both positional location
and color identity of raster scanned data. In the current equipment, a maximum of ten
(10) identifiable colors can be discriminated, which is adequate for the color coding and

subsequent separation of the data by feature color class.

-I--



(2) Raster Data Output

Because the final output symbolization of lineal features is
by lineweight as well as by color, another of the experimental devices developed was
the Graphics Plotter. This is an automatically operated raster plotting equipment
which generates the required linewidths directly from 'inecenter data by directing a
laser beam onto photographic film through an aperture whose diameter corresponds
to the lineweight desired. In the current equipment, a maximum of four (4) different
lineweights (apertureb) may be selected and plotted in this manner during a single
pass.

2. PROGRAM OBJECTIVES

The objectives of this program were to expand the capabilities of the
current Raster Processing Subsystem (RPS) by:

0 Developing and implementing a color coding scheme fcr th2 raster
data recorded by the ACSD. The purpose of this scheme would be
to extend the present feature class identification capability to the
ievel necessary to hierarchially identify all classes, subclasses,
and types of features as found on JOG 1501-A series charts.

* Developing and implementing software for symbolizing raster data

for output on the Graphic Plotter. The purpose of these programs
would be to convert exi3ting line center formatted raster data to
the specific lineweight and density command cedes required to
operate that plotting device.
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SECTION II

COLOR CODING STUDY AND INVESTIGATION

1. FEATURE IDENTIFICATION REQUIREMENT

The Automatic Color Scanning Device (ACSD) currently in operation at the RADC
•:•:.ECF constitutes a very rapid and accurate means for converting hand drawn manuscripts

to digital form, but with its constraint of ten (10) identifiable colors it can accomplish
automatic feature identification only to the class level. The feature identification
requirement established by the ContractStatement of Work (SOW) was that "A way of
color coding the feature data must be developed which all.-77.. recognition and identif-
ication of the individual feature types". This meant that the basic riachine identifica-
tion capability had to be expanded by between one and two orders of magnitude.

It was further required that "To the extent possible, the color code used shall
have a hierarchial structure. That is, the appearance of a particular color, e.g.
blue, as the first color in a sequenLe should indicate that a particular class of feature,
e.g. drainage, follows". Both the magnitude and ': .: archy of the code structure were
to be determined by analyzing the specifications tor the JOG Series 1501-A charts.

Finally, when determining the actual means of implementing the resultant
coding scheme, due consideration had to be given to its impact on the current base man-
uscript preparation process, present ACSD scanning procedures and performance, and
existing post-processing software. A full &•.ffnition of these interrelated problem areas
is provided in Paragraj * 2.

2. PROBLEM DEFINITION

a. Codu Structure

The basic requirement of the color code structure was that it be capable
of hierarchially identifying the individual feature types set forth in the ACIC Specifi-
cation for JOG Series 1501-A Charts. An in-depth examination and categorization of
the actual symbology contained within that specification was performed during the
ilitial part of the study phase, The reason for this was to define and resolve questions
relating to the code structure at the level which matters most to the eventual carto-
graphic u3er. The principal areas whichw impact this code sructure are discussed
below.,,

(1) Featuie Itmizatimn and Classification

A tabulation of the individual feature types listed in Appendix I,

Symbolization. of the JOG Series 1501-A Specification yields a total of 242 types

-3



of features, organized into the six (6) classes as shown in Table I.

TABLE I

JOG SERIES 1501-A FEATURE CLASSIFICATION

Number of
Feature Class Feature Types

1. Drainage 50
2. Relief 57

3. Culture 62
4. Roads 29
5. Coastal Hydrography 27
6. Aeronautical 17

Total 242

In addition to class and type, a third level of classification,
termed sub-class is sometimes employed. Therefore, a three-level hierarchy con-
stituting feature class, sub-class, and type identification was seen to fulfil the nor-
mal cartographic classification structure requirements.

While the class and type groupings are clearly defined in the
specification, the division of classes, and the g"ouping of types, into subclasses is
not specifically stated. For study and investigation purposes. however, it was nec-
essary to consider such groupings in order to observe how the hierarchy might be
affected. Tables U1 through V show what appeared to be reasonable subclass groupings
for the largest four feature classes. A.- a possible additional, or alternate, level of
classification, these tables also show type groupings. Within each subclass, these
type groupings represent those types which are characterized by the same output
symbolization. For the particular groupings shown, the subdivision of classes into
subclasses ranges from seven to nine, of su; iasses into type groups from one to
nine, and from subclasses into individual types from one to twelve. Presuming a
maximum of ten (10) ACSD recognizable colors within any single level of the code
structure, it is seen that the latter grouping exceeds the code-level limit of ten, but
does so only in two instances (drainage: natural areas and shoreline), so that just a minor
regrouping would be needed to adapt the desired hierarchy to the available code struct-
ure.

The basic conclusion, therefore, is that a three level code, with
a limit of ten ,101 groupings per level, is essentially adequate for constructing a
hierarchy based on the specified JOG Series 1501-A feature type classification.

-4-
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(2) Feature Symbolization and Annotation

The classification structure stipulated by the SOW and described
above constitutes a means for identifying individual feature types. It is worthy of note
that this can provide excessive identification in some cases, and incomplete identifi-
cation in others, depending on the particular utilization requirements within the ACS.

Specifically, if identification is required only to accomplish out-
put lineweight symbolization, then complete type identification is moderately exces-
sive; definition to the type group level, as shown in Tables II - V, is adequate. Con-
versely, if full output annotation - su'ch as labelled contour values - is required, then
identification beyond the proposed code structure is required.

In short, whereas the proposed code structure provides a broad
and useful expansion of the current machine identification capabilities,and adequately
meets the needs of the Line Finishing Subsystem, it does not have the capacity for in-
cluding information (primarily alpha-numeric annotation) beyond the type level. Such
information would still have to be added to the digital record by semi-automatic means,
and be symbolized for output by such means as the Type Placement Subsystem.

(3) Feature Representation

Since the chosen color code must somehow be physically associated
with specific cartographic data, it was necessary to consider the manner by which such
data are conventionally represented at the base manuscript level. Although cartograph-
ic features are categorized in terms of point, lineal, and areal data, those terms do
not necessarily convey the actual form of the data as it appears on the base manu-
script. That is, point data are normally represented by a line intersection, such as
a small cross, while areal data are shown in the form of a bounding perimeter line,
with annotative information to signify on which side of the line lies the area.

It is seen then that the vast majority of features are represented
primarily by line form data, with some instances having additional information repre-
sented in the form of line intersections (points) or to-the-left or to-the-right line
polarity (areas). It was therefore concluA,.d that the problem of code association be

X addressed primarily in relation to line fo.in data. At the system design level, this
meant that the most favorable point for code-to-feature association would be during
the linealization phase.

b. Code Representation

Having generally established the code structure boundaries, the next'
area for consideration was the manner of code representation. The invwstigation of
alternate code re-resentations had to consider both encoding and decodiig require-
ments, and resolve the conflicts among the human factors, hardware , and software
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areas of influence.

One of the key problem areas was the requirement for multidimensionality.
That is, the code had to be manually composed and applied for the encoding process,
and both manual and machine-interpretable for the decoding process. The tradeoffs
involved in resolving this problem area are set forth below.

(1) Human Factors

When supplanting the present procedure with a color code scheme
for automatic feature identification, the primary human factors objective was to
introduce as little change as possible, and not increase the manuscript preparation time.
A reduction in preparation time would of course be desireable, but is not the para-
mount concern.

The present approach to providirr "ase manuscripts with the
appropriate cartographic identifying information is for the cartographer to ;mnotate
the specific ieatures in longhand. The tendency is to use the margin or open areas
for aotes and draw arrows to the feature to which the comments relate.

As such, the identification function is seen to be a twofold oper-
ation. First, it has to represent the code structure defined above by some sort of
code symbology. Second, it has to provide the means for associating the actual code
symbol with its corresponding feature symbol. The cuient manual procedure repre-
sents the information primarily by code shape, i.e., alphanumerics and cartographic
symbols, while the association is accomplished by the connecting arrow. In defining
the human factors problem areas, these two operations can for the most part be address-
ed separately.

(a) Code Definition

Since the recognition of handdrawn alphanumerics, as em-
ployed in the manual operation, is not readily implementable, this was one area where
significaat change appeared mandatory at the outset. The permissable avenues for
change were determined on the basis of human factor capabilities and limitations. Pri-
marily, these are:

Capabilities

"* Color discrimination commensurate with the hardware

"* Shape interpretation superior to state-of-the-art hard-
ware or software.

-10-
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Limitations

SPositioning capability less thou the hardware.

* Size determination less 1isn the hardware.

* Repeatability of shape, positionand size less than the
hardware.

The conclusion was therefore to exploit color disci iminatica.i to the maximum, since this capability wae also shared by the hardware. Of equal im-

portance was the decision to make the code representation as independent as possible
of complex symbol construction and stringent placement, since these requirements wouldSseverely tax the limits of the human element of the operation.

(b) Code Association

The most logical method of code association is by physical
proximity of the code and subject feature. The principal reason this is not used more
in the manual process is because of the clutter that would result. Preliminary anal-
ysis of sample charts showed, however, that with any reasonably efficient and straight-
forward code structure, the code symbology should be compact enough to place on the
manuscript area along with the feature data. In other words, if the objective of code
compactness could be met, then the preferred technique of association by proximit!,
or superposition, of code and feature data could also be utilized.

(2) Hardware

The ACSD has been in operation at RADC for over two years,
during which time considerable effort has been placed on assessing its performance.
It is therefore believed that its capabilities and limitations have been determined to
a high degree of certainty. These are listed below in the same organizational group-
ings as used for human factors in order to facilitate their comparison.

(a) Code Definition

Capabilities

* Cblor discriminatio:n of ten (10) colors plus black,
agaiast a white bar 2ground. The list of color types cur-
rently preferre fir best ACSD operation are given in
Table VI below.

-11-



TABLE VI

CURR•ENTLY PREFERRED LIST OF COLORS

COLOR PENCIL TYPE

Black Verithin 747

Orange Verithin 737

Red MARS lead 1921

Magenta Verithin 759

Lilac MARS lead 1927

Lavendar Verithin 742 1/2

Violet Verithin 742

Blue Violet Verithin 760

Azure Blue Verithin 741 1/2

True Blue Verithin 751

Canary Yellow Verithin 735

* Position adlineweight accuracy and repeatability
superior to the human element responsible f-,.± position-
ing the manuscript data.

Limitations

SSpurious data inclusion due to pencil fleck "noise"

• Spurious data dropout due iz marking color irregular-
itie s

• Color mixing wherever dissimilar colors appear adjacent
to on2 another; characterized by dropout cf the intended
color elements and generation of a spurious cross-breed
color element

-12-



(b) Code Association

Capabilities

* Sufficient accuracy to ensure code-to-feature associ-
ation by positional adjacency.

Limitations

*No absolute positioning capability as manufactured.
Prohibits ready alignment of feature and/or code data
originating from different manuscript scans. Correct-
aule by field change, if required.

As previously stated, the most favorable rmethod of code

associatior is by proximity association. Furthermore, the most fool-proof method of

*pr ....... associaLion is by actual superposition of code and feature data. As noted in

(a) above, however, the superposition of dissimilar colors on the same manuscript,
and scanned at the same time, causes color mixing and could result in erroneous color

codes. A desireable alternate solution which permitted superposition, but eliminated
the color mixing, was to prepare feature data and code data on separate manuscripts

and perform separate scannings. This approach requires reasonably accurate machine

registration betieen the separate manuscripts, and as noted in (b) above, this capa-
bility was not initially available. Because of its obvious desirability, however, the
necessary machine retrofit was proposed to RADC and accomplished in time for

application to the final color code implementation and demonstration.

(3) Software

The raster-to-lineal conversion software which restruct-

ures the raw ACSD data to the MMS format required for ACS use was initially imple-

mented under the Computer Assisted Scanning Techniques (CAST) program. This is

essentially prototype software which was designed with a relatively straightforward
line connection algorithm, but incorporated considerable parametric variability to

permit its utilization with - at that time - unknown machine performance character-

istics. These machine characteristics have now largely been ascertained, the prin-

cipal anomalies being as listed under (2) above. The software characteristics, as

judged in relation both to these known machine characteristics and the code definition
and association requirements, are described below.

(a) Code Definition

Capabilities

-13-



Full utilization of previously described hardware color
Sdiscrimination capabilities.

Limitations

Spurious color flecks or color mixing could cause

erroneous codes to be read

* Minimum practicality for recognizing code shape

(b) Code Association

Capabilities

* Currently associates and linealizes independent raster

elements on the lasis of their positional "neighborhood".
Same basic logic can be applied to the code-to-feature

association requirement.

Limitations

Considerable line segmentation during the linealization

process, arising foom both hardware and software causes.
Because this disrupts the association of all segments of

a line with one another, it would likewise disrupt the
association of a color code to other than the closest
line segment ot a pf rticular line.

Direction of line alization by the software is largely in-
determinate, therefore nullifying significance of "---
on the left/right" type of coding iiuormation currently

employed.

The fact that there war minimum practicality in attempt-

ing to recognize code shape, and that a compact code was necessary to facilitate prox-
imity association, led to the preliminary conclusion that a simple color "slash" or

"blob" would be the mo:it functional code appe %rance.

Also, the segmentatic:, which occurs during linealization
pointed to a potential problem area - n:am-ely, that of perpeturating a locally applied

code .along the [Lill length of any lineal feature. In anticipation that redundant coding

along the line might be the iroat convenient way to compensate for this segmentation

effect, the feasibility of such redundant coding was slated as an item for consideration
during tb code design and imrplementation phase.
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3. PROBLEM SOLUTION

a. Specific Identification Requirement

As already established, the ba•c identification requirement wLs that
"A way of color coding the feature data must be developed which allows recognition

and identification of the feature types." For the feature types described by the JOG
Series 1501-A specifications, the following kinds of identification required consider-
ation.

1. Cartographic Type Identifier

The JOG series 1501-A charts identify approximately 250 types of
feature data and give their output symbolization. Ho-wever, this may not equate directly
to the level and/or manner of identification desired of a coding scheme. The following
alternatives were considered.

(a) Encode all 250 JOG series 1501-A feature types -- permits
retention of full cartographic identification. For expandability and code assignment
flexibility, the code structure should be designed to accommodate from 300-500 feature
types.

(b) Encode feature types uniquely by clasL and commonly by
types within a class having the same output symbolization -- this reduces the number
of identifiable types to approximately 180, yet permits all identification required for
output symbolization, which is the requirement stipulated by paragraph 4.2 of the SOW.
Table U-V are examples of a hierarchial structure based on such a type groupinj.

*Conclusion

The code structure should be designed to accommodate (a);
implementation of (b) is more appropriately (and flexibly) accomplished via software
tables.

2. Geometric Type Identifier

Identification is ultimately required for all point, lineal, and areal
features. Of these, there is an obvious similarity at compilation between lineal and
areal features, the latter being represented by its boundary line plus some indication
as to which side of that line lies the areal information. The results of the coding
technique investigation was that a common coding scherme appeared equally applicable
to both lineal and areal data. This was not the case with point data, which tended
not to fit the coding schemes which appeared most desirable for both lincal and areal
data.



* Conclusion

P Limit the coding requirements to lineal and areal data, which con-

stitute the bulk of the data identification problem. Refer point data entry and identif-[ ication to an earlier point in the chart compiiation (e.g., a keyboard, rather than a

plotted coordinate entry). Since there are approxin'ately 210 lineal/areal feature
types, the coding structure should still be in the range of 300 - 500 type classification.

b. Primary Identification Alternatives

A broad review of the basic feature identification requirement, made with
an awareness of existing and poteatial ACS capabilities, showed that there existed two
primary alternatives for satisfying this requirement with data entered via an ACSD-
type input device. It was presumed that these alternatives had been investigated and
evaluated prior to the issuance of this contract, since it is their resolution which
suggests a color code approach. These alternatives were formally restated however,
to permit the suggestion tnat the rejected alternative could still be effectively utilized
to "back up" a color code scheme where Lhat scheme either unintentionally fails or is

awkward to implement.

(1) Pre-input Tagging

This was the inferred approach; it entaLls some manner (color, shape,
etc.) of graphically encoding the base manuscript feature cata, where the coding may
be done either on the manuscript itself, or an overlay to that manuscript. This
approach for the most part presu, s that the color detecting capability of the ACSD
can be further exploited -- and efficiently so -- to satisfy nearly all identification re-
quirements. Another significant factor, and perhaps the decisive one, is that such
a color-coded graphta ilenhich i bation scheme would be most compAtible meith the
color-coded analog data file which is being investigated for future ACS implementation.

(2) Post-input Tagging

This was the discarded approach. The concept was to utilize the
AuLD/CAST input system primarily for bulk entry of partially ideatified feature data,
and complete the identification after linealization using a Cartog,-aphic Digitizing
Plotter (CDP) type verify/edit device. Although the present operational soltware for
the CDP makes it grossly ill-suited for such an application, the proper re-program-
ming of that software could make this solution quite feasible. The general approach
W'uld be to:

(a) Serially accept the unordered data stringe output by CAST.

Fully concatenated feature segments would be preferable, but are not necessary.
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(b) Slew the CDP crosshiar to the start point of each feature
and wait.

(c) The ope .,tor/compiler visually identifies the feature vhi ,h
appcars wider the crosshair, or, the actual base manuscript, which has been positioned
on the CDP and registered to the required coordinates. If the start point is ambiguous,
as at an intersection, he may adrance the crosshair pointer a given number of data
points to permit unambiguo'is identification.

(d) He then keys in the required identification code usinv the
gantry-mounted keyboard or teltypwriter. Properly implemented, this procedure
-,hould be nG more time consuming than the application of graphical color tags to the
base manuscript.

(e) Slew to :he start point of the next serially accepted data
string Lnd repeat.

The major objections to this approach are: (1) it does not fully
exploit the A CSD color capability, (2) it requires extensive redesign of the CDP oper-
ating system, and (3) it is not compatible with a graphically oriexL, d archive. Taken
together, these objections discourage the use of post-input tagging as the primary
approach.

* Conclusion

Implement the graphically color-coded, pre-input tagging scheme
described herein, but also consider the CDP approach for verify/edit and general
backup tc, the primary approach.

c. Color Code Strategy

The general strategy taken for devising a technique for pre-input tagging
was to build upon, or better utilize existing capabilities while avoiding, or correcting
for existing limitations. At the same time, consideration had to be given to the proced-
ural guidelines and classil.,ation hierarchy which had been previously investigated and
are documented under Problem Definition. The investigation of techniques for accomp-
lishing pre-input tagging suggested a major division into jus. two general avproaches:
in-line versus associative coding. The more important areas for investigation and
evaluation proved to be the individual techniqubs by ,-hich these general approaches
might be implemented.

(1) In-line Coding

This technique required that all base manuscript lineal data be
serially color coded at compilation time. Serial color coding means that the compiler
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would draw most of a given feature using a given first color, but at soiwe point along
the linr; switch to a second color, then a third color, etc., and finally back to the
first color. The number of colors required ,-,oald depend on the structure of the hier-
archy and whether an ordered or unordered code iructure wero us.d.(Tbese consider-
ations are identical for in-line and associate coding, and are considered in greater
depth when discussing associative coding). This approach respresented the most
direct extension of the present hardware/software capability; a modified approach to
line connection could be used to serially link Lhe color coded section and combine or
permute the individual color segments in order to provide the required number of
identifications. The use of a single manuscript would permit identification with the min-
imum scan time. The major disadvantage is seen to be in the revised and probably

lengthier compilation procedures which this approach entails.

(2) Associa.ive Coding

This approach utilizes separate "feature" and "symbol" inform-
ation. Featare compilation entails eesentially the same procedures which are used in
the manual process. Symbol annotation entails placing the required symbol code on
the manuscript, or an overlay to the manuscript, go as to permit association of thc
symbol with the required feature. The following, areas -',quired consideration.

(a) Symbol Characteristics

* Color -- should utilize existing A CSD color detectlag
capability to its me.amum extent. The possibilities
are:

Basic 10 colors -- use 10 colors for code com-
binations, reserve black for possible future edit-
ing. (Black is most applicable because it does
not color mix).

Basic 10 plus black -- if reserving of black for
editing is not desire' or, in case of overlay,
black may be used on overlay and reserved on
manuscript.

Basic 10 plus blank -- acknowledge blank on over-
lay only. Intent would be to assign the blank
designations to high usage features, thereby re-
ducing coding required during compilation.

* Shape -- should be easy to hand generate and/or
position during compilation, and also easy to recog-
nize at proce, sing time. Latter confirmed the
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undesirability of attempting any type of pattern recog-
nition; the former suggested a straightforward dot or
line code.

Position -- should be incorporated as necessary to:

-Associate symbol with appropriate feature.
Association of a symbol to a feature would be on
the basis of physical adjacency. Adjacency tol-

& erance should be broad enoiggh to permit symbol
positioning errors and possible misregistration
(overlay technique only), yet tight enough to en-
sure correct association. Symbol positioning
tolerance of :i 1/16 inch should be adequate.

Associate separate symbol components with one
another. If each component can be symbol-to-

feature associated, then symbol-to-symbol assoc-
iation is implicit; however, the order of such
association is not. The alternatives were to de-
sign for (1) unordered combinations only, or (2)
ordered combinations, where the recognition of
symbol order is part of the design requirement.

(b) Symbol/Feature Differentiation

If an overlay manuscript were used, distinguishing between
symbol and feature data could be readily accomplished by separately scanning the base
manuscript and its coded overlay. If a single manuscript were used, the symbols
must be made physically distinguishable from the feature data. The two most probable
ways to acromplish this would be to:

* Allocate separate colors for feature and symbol data
-- this facilitates identification but drastically limits
the combinatorial capabilities of the code, as shown
in.the examples in paragraph d of this section. It
was determined to be an inadvisable approach.

Identify symbols by size -- by specifying the size of
the color symbols to be larger than "noise" flecks,
but smaller than legitimate linear features, software
tests could be devised to recognize symbol data on
the basis of upper and lower size limits. This seemed
to be a more desirable approach than that described
above; still it was sanctioned with caution because it



further complicated the already difficult problem of
differentiating between valid feature data and noise
data.

(c) Single Manuscript Versus Coded Overlay

In addition to symbol/feature differentiation, there were
several other factors involved in the trade-off between a single manuscript and a coded
overlay approach. Figure 1 portrays graphically the factors comprising the trade-off
and resolves it in favor of the overlay approach. It can be seen that a single, coded,
base manuscript has the obvious advantages of minimum scan time and no registration
requirements prior to feature/symbol association. A coded overlay takes about twice
the scan time and requires some form of registration for symbol/feature correlation;
however, it has the significant advantages of:

*Inherent symbol/feature differentiation -- which was
shown in the preceding paragraph to present a prob-
lem in the case of a coded base manuscript.

*Straightforward symbol/featre association-- the
association of a symbol to its intended feature can
be made on the oasis of intersection (i.e., overlay
superposition) rather than by proximity. For rand-
omly oriented lineal features, this significantly eases
the software association logic and operationally should
improve the likelihood for successful association.

* Conclusion

The above considerations resulted in adopting a color code
strategy which would use associative, rather than in-line, coding and utilize a coded
overlay to the base manuscript, rather than coding directly on that manuscript. As
for the symbol characteristics, color alone would be utilized to convey identifying in-
formation. Shape would remain largely undefined, to be determined by individual user
preference. Size and position would be as required to ensure superposition of the
feature on the base manuscript and the symbol on the overlay, taking into account
possible registration inaccuracies. In order to properly implement this strategy, the
necessity for machine registration was recognized, and subsequently fulfilled by adding
a pin registration capability to the ACSD under separate procurement.
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FIGURE 1

CONSIDERATIONS FOR

CODED BASE MANUSCRIPT VS. CODED OVERLAY

PREFERRED BLOCK U PREFERRED PATH

CODED BASE MANUSCRIPT CODED OVERLAY

"A. Similar to current procedure of A. Keeps Base Manuscript clear of

dannotating base manuscript annotative data.-

B. Possibly e;.cessive clutter for B. Reduce clutter. Code/Data dis-
Automated Code/Data Discrim- crimination implicit in overlay
Ination Association VS. 7 scheme.

C. Code/Data Association by pos- C. Code/Data Association by pos-
itional adjacency. Itional commonality between

D. Code/Da~d discrimination re- registered overlays.
quires code to be physically D. Code/Data discrimination im-
recognizable from the data., plicit in oierlay scheme. Each

code/data point has full color
capability.

U SINGLE SCAN TWO SCANS

A., Minimum scan time (Ts) A., Scan time of 1.3T. to 2T9, de-
pending on resolution

B. Registration not required B., P.egistration of Overlay with
base manuscript mandatory.

R EGISTIRATION

posed ACSD I•• pprroach uode- vs a pproachmoiicto sireable "" ...

III. RASTER DECODE LLNEAL DECODE

A.- In-line process, Operatob A. Post-proLCes':. Operates on CAST
on registered Raster (ACSD) lineal data.

Data.,
B. Separately process Code & Position

B , im ta e spr esgCode & Position Data,. f/ --- =; --. Data,.,

v. MC., Use each code point/line ta establish
C. Make i AX neighborhood a 'rind Area' mask. For each mask,

correlation between Position executo a 'Find' on the lineal data
& Code Data., base.

D., Combine succescive codes in D. Combine it'ccessive codes in the
the order in which they appear, order in which they occur. Order

is known - +y - only for non-con-
catenated data.
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d. Combinatorial Possibilities of the Color Code Strategy

It was seen that strategy might be implemented using any of several com-
binatorial approaches. The several levels of the code might be considered in an order-
ed (AB q' BA) or unordered (AB = BA) fashion, and might or might not permit replace-
ment (i. e., color repeats in the code). The relationships from basic combinatorial
theory are:

Ordered --

With replacement: Pn = nr
r

Without replacement: Pnr = (n) r n
(n - r)

Unordered --

With replacement: classically undefined

Without replacement: C = n ) r

r

where n is the total number of colors and r is the number of levels of the code. The
following trade-offs between ordered and unordered, with replacement and without
replacement, were considered.

(1) Ordered versus unordered -- ordered arrangements possess r
times as mapy combinations as unordered arrangements; however, an ordered situ-
ation is significantly more difficult to implement. At input, order would have to be
interpreted as either order of appearance in the raw raster data, or order of appear-
ance along a scanned line segment. The former places close tolerances on scan
orientation and symbol placement; the latter entails line direction, which is meaning-
less to the compiler and difficult to predict without careful inspection.

* Conclusion -- structure the code and hierarchial arrangement to
operate with unordered combinations, if at all possible.

(2) Replacement versus no replacement -- code arrangements with
replacement produce more combinations than without replacement, but there is not so
drastic a difference as in the case of ordered verstis unordered data. From the stand-
point of implementation, the no replacement case has two advantages. First, it is
easier to implement: each color detected can be logically or'ed with all others with-
out concern as to whether it represents a new symbol or a continuation of a previous
symbol. Second, it permits the hierarchy to be modified for a limited degree of
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variable level coding if desired. In essence, this acknowledges the absence of a color
code, and interprets it as a specific code assignment. For example, whereas green-
red-blue would have a specific code assignment, likewise would green-red-blank and
green-blank-blank. These abreviated codes could be allocated to frequently appearing
features and thereby reduce symbol compilation time.

* Conclusion -- structure the code and hierarchial arrangemetit to
operate without color repeats. Include the variable length code as an optional feature.

e. Synthesis of Required Code Structure

Table VII shows the unordered combinations, with no color repeats, which
can be obtained from a two-level symbol code employing ten colors (45 combinations),
ten colors plus black (55), and ten colors plus black plus blank (67).

Color 1 - Feature

Color 2 - Symbol 1

10 Black Blank

1

2 1

C1 3 2 3

4456
S4 4 5 6

5 7 8 9 10

0 6 11 12 13 14 15S~0

7 16 17 18 19 20 21

8 22 23 24 25 26 27 28

S9 29 30 31 32 33 34 35 36

10 37 38 39 40 41 42 43 44 45

Black 46 47 48 49 50 51 52 53 54 55

Blank 56 57 559 6061 62636465 66 67

"TABILE, VII

COM1BI4NATIONS FOiR TWO LEVEL SYMBOL) CODE
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Obviously, some additional level of coding is needed to achieve the required 300 - 500
combinations. Two cases were considered: one where all coding is provided by sym-
bol coding, and the other whre the additional coding is accomplished by feature coding.

(1) Symbol Coding Only

Presuming that it might be desirable not to code the base manu-
cript feature data, consider the combinatorial implications and number the code levels
required to implement an unordered code structure using symbol coding only. The
number of combinations C n are shown below for relevent values of n and r.

r

C nr

r r

2 3 4 5 6

10 45 120 210 252 210

n 11 55 165 330

12 66 220 495

It can be seen that the ten plus black, and ten plus black plus blank coding schemes are

implementable using a four-level-code, but that a ten color scheme is not implement-
able at all using straight combinations.

(2) Feature/Symbol Coding

The necessity for feature/symbol differentiation has been pre-
viously established. This fact pays a combinatorial dividend in that the unordered
symbol combinations may be combined with a featur3 code in an ordered fashion.
Consequentialy, with this approach, the total number of available combinations is
equal to the product of the selected number of symbol combinations (45, 55, or 67)
and the number of colors used for feature coding (10 or 11).

* Conclusion -- Use the unordered, no color repeat symbol code
(45 combinations, plus 12 optional slots for variable length code assignments) with
a 10-color feature code. This provides 450 code assignments within a three-level
hierarchy, without utilizing black.

f. Code Hierarchy Assignments

As previously established, "To the extent possible, the color tags used

shall have a hierachial structure. That is, the appearacce of a particular color,
e. g., blue, or as the first color in a sequence should indicate that a particular class
of feature, e. g., drainage, follows." For the JOG "':ries 1501-A charts, the breakdown
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of the overall number of feature types by class is o shown in Table VIII.

Table VM

JOG Series 1501-A Feature Type Breakdown

Feature Class Number of Feature Types

Total Lineal 4 Areal Only

1. Drainage 50 48

2 Relief 57 49

3. Culture 62 51

4. Roads 29 25

5. Coastal 27 17
Hydrographji

6. Aeronautical 17 10

Total 242 200

Note that the first three classes Uave too many feature types to permit
the prescribed two-levc-l symbol coding. However, if each of these classes is split
into two major subclasses, the breakdown can be reorganized as shown in Table IX.

Table IX

JOG Series 1501-A Feature Reclassification

Feature Class Number of Feature Types

Total Lineal + Areal Only

1. Drainage A 25 24

2. Drainage B 25 24

3. Relief A 29 25

4. Relief B 28 24

5. Culture A 31 26

6. Culture B 31 25

7. Roads 29 25

8. Coastal Hydrography 27 17
9. Aeronautical 17 i0

Total 242 200
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F,
This breakdown is still reasonably consistent with the stated hierarchial

objective, and has the advantage of a more even distribution of feature types among
the nine specified feature classes and major subclasses. Only nine of the ten available
colors are assignted to a class, and of these none requires more than 60% utilization
for the currently assigned feature types.

g. Su"plemental Identification Considerations

The preceding paragraphs have defined a coding scheme to unambiguous-
ly idertify all JOG fEatures which are represented on the base manuscript by line form
data. While this by itself satisfies the major part of the original identification roquire-
ment, there remain a few items whose further identification should also be considered.
These items and their individual identification requirements are discussed below.

(1) Identification Discontinuitice within Lineal Feature Data

Thb term lineal discontinuity may be applied to a continuously reo-
resented line on the base manuscript which undergoes a change in designation at some
specific point on the line. Examples of this are roads at bridges, tunnels, underpasses,
et al. Currently, these types of discontinuities are compiled in a number of different
ways: tic marks, change from solid w broken lines, separate annotation, and various
combinations of all of the above.

(a) Problem

The several ways of representing lineal d.scontinuities at
compila&ion are not amenable Lo an automated procedure of recognition and tagging.
A more suitable scheme, which would be compatible with the basic color-code and
linealization software, was required.

(b) Approach

Previously des .:ibed coior-code data tags contain identification
significance only, and therefore logically belong on the overlay manuscript. Since lineal
Cdiscontinuity identifiers contain positional significance, it was concluded that they more
logically belonged on the base manuscript with all the other positionally-related data.

The function of the discontinuity identiher on the base manu-
script is to interrupt the linealization of the lineal feature in question. Based on ex-
perience with CAST software, this may be accomplishe." in either of the following ways:.

"* Denote each point of discontinuity (i.e., both ends of a
tunnel) with a black line crossing the feature line.

"* Draw the duration of the discontinuity (i.e., the entire
length of a tunnel) in some color different from the main

feature color.
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rither of these techniques causes an interrupt-in normal
CAST lineaiization, although in the former approach, care must be taken to make the
black line wide enough to fault the CAST lookahead.

In both cases, the resultant line segment representing the
dissimilar portaon of the line must be given its specific identification significance
by a color code on the overlay.

(c) Implementation

Since neither of the abov;e approaches required additional

effort to implement, it was determined that both approaches should be tried in test
cases to establish the preferred way, if any.

(2) Identification Discontinuities at Line Intersections

The term branching discontinuity may be applied to those cases where
like co)ored features join or cross. Examples of this are drainage intersections, road
crossings, et al. Currently, the cartographer resolves the path of a line through an
intersection either by assessing the overall picture, or by the aid of supplemental
notation plaeed on the base manuscript.

(a) Problem

The current linealization software accomplishes line conne'ct-
ion on a single pass, in-line process by which neighboring daLa elements are associated.
When a branching situation occurs, the software does not "know which way to go", and
has therefore been designed to effect logical termination of all lines joining at an inter-
section.

Although the stated requirement is to "identify" the path of

a line through an intersection, the real need for this capability in the automated system
warrants further examination. The reason for this is that full cartographic identification
can still be accomplished, in spite of line segmentation, simply by redundantly apply-
ing the color code to each line segment.

The question which then arises is whether such segmented
data is acceptable to the ACS. In the original context of the Raster Processing Sub-
system, where an input color code would be used primarily to determine a Raster
Plotter lineweight designation, segmentation does not affect performance in the least.
In the revised and broader context, where X, Y line plotting may be required, segment-
ation does degrade performance by introducing excessive and time consuming pen up-
slew-pen down command sequence.

* Conclusion -- It was concluded that the concern with branch-
ing discontinuities lay more with the structural organization of the data than with its
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cartographic identity, and as such, requircd a solution somewhat beyond the bounds of
the color tag solution previously posed. Two potential solutions to the structuring

problem were seen and are presented below.

(b) Potential Solutions

(1) Lineal pre-processor

If the segmented data only degrades in use with line plotting

devices, a lineal device pre-processor could be incorporated to reduce segmentation
and minimize overall slew time.

Two types of information are available to facilitate the de-

segmentation process: the cartographic type identifier, and the terminal X, Y points
of the lineal data set. The data could be first sorted by common type identifier, and

then ordered by common terminal points. Finally, the data sets would be reordered
and merged to obtain a continuous locus structure. The resultant data could be output
at this point, or further strucrtred for minimum slew time.

Only one type of information is available for minimizing slew
time: the terminal X, Y poi-.ts. A reasonable approach would be to begin with any
lineal data set, and then select each succeeding data set by its minimum distance from

the preceeding data set. This should sufficiently reduce the plotter slew time; any attempt
at actual minimization would probable defeat its purpose by utilizing excessive processing

time.
(2) Modified Coding Procedure

The color coding strategy previously outlined utilizes one
level of coding on the base manuscript ond two levels on the overlay n:inuscript, the
full three levels of code being required to represent all feature classes and types of

the JOG 1501-A series.

The problem of branching occurs when two identical feature

classe. - as represented by the same base manuscript color - intersect. Branching,
then, refers to the inability to automatically cope with monocolored intersections.

This raises a very fundamental questi ,i: should a system
predicated on color-coded identification, association, and discrimination of data be
expanded beyond that realm, i. e., into the area of monocolored operations? Need it
be? Or is it possible to restructure the problem to permit a fully color-coded solution?

Based on discussions with RADC and ACIC technical person-

nel, it was concluded that such a restructuring wouid be acceptable, and might even be
preferable. The revised structure would probably require that a "oparate base man-
uscript be drafted for each major feature class (e. g., drainage, roads, culture). In
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terms of the proposed color-coded identification scheme, the implication was that the
45 type classifications afforded by the overhy code would be adequate for full feature
type identification within a particular clEss. This would leave open the entire color-
coding capability of the base manuscript for such other purposes as color identifying
all line intersection. It was therefore suggested that:

* The two-level overlay color-code be utilized for carto-
graphic feature type identification.

e The single-level base manuscript color-code be utilized,
as necessary, for lineal continuity identification.

This approach has the effect of solving the mono-colored
branching problem by eliminating its occurance. This is more efficacious than the
lineal pre-processor approach since it provides the compiler with a level of identific-
ation beyond the prescribed type designation. In reality, identical road types can
cross, and identical drainage types can join. The decision as to which branch termin-
ates and which continues is best made by the cartographer and-by this judgement
-best portrayed on the base manuscript by the above adaptation of the prescribed color
code.

(3) Areal Boundary Identification

Within the ACS digital data base, areal data are defined by
the perimeter line bounding that area, plus additional identifying information signifying
to which side of the bounding line the areal data lies. In the Lineal Data Processing
System, this information is conventionally ,'xpressed as "data on the left/right"; this
is made possible by the fact that the direction of lineal trace is known at the time the
areal information is entered.

(a) Problem

The term "direction of trace" is not particularly rele-
vant to the cartographer who must color code an overlay to a base manuscript which
is to be ACSD-scanned, not traced. That is, he does not immediately know, and
should not be required to spend additional time determining, the eventual direction of
linealization which the raster-to-lineal conversion software will take. Consequently,
it was necessary to establish some means of denoting areal positions which were more
amenable to the cartographer's frame of reference.

(b) Approach

Representation of Areal Data -- Areal data may altern-
ativelLy be represented in terms of a single, closed,
bounding line, and supplemental information indicating
whether the areal data is inside or outside that
lino. Since the representation of an area as
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on the inside or outside of a bounding line bears a greater relationship to the physical
appearance of the feature, it should be a more convenient identifier for the cartographer
to use when assigning color codes.

A review of the specific areal features listed in the JOG
1501-A specification confirms that this representation accurately applies to all actual
cases requiring solution. The only apparent exception to this rule is where an areal
feature is interrupted by a chart boundary. In that case, the chart boundary may itself
be construed to be a segment of the bounding line.

* Impact on the Coding Structure

The initial investigation and evaluation established a hierar-
chial code structure based on the individual designations set forth in the JOG 1501 series
specification. In order to represent the "area on the inside/outside" information stip-
ulated above, the number of areal data code assignments might have to be doubled, de-
pending on the method of implementation. The magnitude of these expanded code assign-
ments are as shown below. The recommended hierarchy remains valid, in spite of
the expanded number of codes required.

Table X
JOG Series 1501-A Expanded Feature Classification

Feature Class Number of Feature Types

Lineal & Areal Lineal + (2xAreal)

1. Drainage A 24 36

2. Drainage B 24 36

3. Relief A 25 35

4. Relief B 24 35

5. Culture A 26 32

6 . Culture B 25 31

7. Roads 25 25

8. Coastal Hydrography 17 26

9. Aeronautical 10 12

Total 200 268
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(c) Implementation

"It has been stated that bounding perimeter I es and "area
on the inside/outside" designation unequivocally describe areal data. To test this
statement, consider (1) a procedure which might be used tc so describe areal data,
and (2) a corresponding procedure which might be used to r,,construct the physical
data solely from the header information and closed lineal boundaries. The proceures
given below provide working examples. Minor variations a:e possible depending
on preference of implementation.

* Areal Data Coding

Figure 2 s i-ws the manner in which several examples
of shoreline would be coded. For illustrat.,n, only a single level code is shown. Note
that ior areal data such as shoreline, a code assignment is required for both inside
and outside cases. For perennial lakes/ponds, however, only a single code is required,
since the area is by definition on the inside. It is only necessary that the appropriate
symbclogy be placed one time on the overlay for any cloned feature. Contingent on
the line connect capability to concatenate all feature segments and close the feature,
that symbology will automatically be associated with the entire perimeter line.

As shown in the figure, this approach dictates that closure
be drawn in by the compiler wherever an area intersects a chart boundary. For the
current system, the area boundary would have to be drawn exactly coincident with the
chart boundary. In a production system, it would be more adviseable to pro'uide some
overlap (as shown) and have software trim the excess at plot time.

* Areal Data Decoding

The ultimate test of the areal data coding approach is
the ease and completeness with which it can be decoded to physically create the intena-
ed areal data using appropriate plotting devices. Given thL fully concatenated perim-
eter data and inside/outside header information, the following paragraphs describe the
basic logic for such decoding. Although the plotting of areal data would seem pract-
ical only on raster devices, lineal devices are also discussed.

Raster Decoding

It is necessary to presume only that the raster device
to be used makes a complete scan from left to right extremities, itarting and ending
each scan with its imaging beam off. The data provides all other information.

_ _ For an "area on the inside" feature, Lhe beam must be

switched from off to on at the point where that feature is fifst encotuntercd on a given
scan line, and toggled for every encounter of that feature thereafter on that scan line,
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including left and right extremities. Outside the feature extremities, the scan line
would begin and end with a beam-off coxidition.

For an "area on the outside" feature, the beam must
be switched from on to off at the point where that feature is first encountered on a
given scan line, and toggled for every encounter of that feature thereaftec on that
scan line, including left and right extremities. Outside the feature extremities, the
scan line would begin and end with a beam-on condition.

Any physically realizable combinations of the above
type features may be handled by little more than a logical OWing of beam commands.
The procedure would be to examine the requirement of the leftmost feature point on
a scan line to determine whether an "off" or "on" startup condition is required. Once
that condition is determined, each areal boundary encountered merely toggles the
beam to give the correct sequence of exposed and unexposed areas. Of course, this
presumes that each area had been correctly coded and fully linealized into a closed
perimeter line. A more prudent method of implementation would be to maintain suf-
ficient program bookkeeping to be able to check the desired beam transition at a point
against the initial beam condition at that point, and tag any discrepancies for correct-
ion prior to actual plotting.

Lineal Decoding

As previously stated, true areal plotting seems applic-
able only to raster devices. Nevertheless, since lineal devices are ncrmally relied
upon for most editing, and since areal data may require editing, it would be advantag-
eous if provisions existed for lineal devices to somehow represent areal data. This
could be done symbolically, much in the way such data are currently portiayed in
compilation, without actually "filling in" the area.

It can be seen that the inside/outside designation which
readily converted to beam on/off for raster plotting is not applicable to this case. The
lineal device requires on-the-left/right information, or equivalent. This being the
case, the concatenation algorithm installed in CAST Engineering Change "A" was
specifically designed to always linealize in a predictable, counterclockwise direction
for closed lineal features. As a result, areal data coded to be "inside" directly con-
verts to "on the left", while "outside" converts to "on the r~gX,. Special edit symbol-
ization might then be employed to give the following reprcsentations for lineal plots
of areal data.
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(a) (b)

Area on the Inside Area on the Outside

Possible Edit Area Symbolization

FIGURE 3

It is worthy of note that this suggested edit symboliz-
ation bears a marked similarity to some output lineal symbolization which will be
required in any event. Reference is made to such feature types as JOG 1501-A series
types 416, 417, and 421, 422.

h. Utilization Requirements

An important factor in selecting a color code strategy was its human
factors impact. Of prime consideration was the ease of code utilization; that is, nom-
inal constraint was to be placed on the comoiler ii~sofar as the accuracy and procedure
required in applying the code symbology.

The following set of rules completely defines the co istraints which must
be met in applying the prescribed color code to the overlay manuscript. There are
no constraints on base manuscript preparation beyond those currently required for
ACSD utilization.

(1) Overlay color patches must (when overlayed) coincide with their
associated features on the base manuscript.

(2) Gverlay color patches must (when overlayed) be separated by at
least two (2) linewidths from all non-associated features on the base manuscript, and
must also be separated a like amount from one another.

(3) A maximum of two (2) patches of different .lors may be associated
with a single base manuscript feature.

(4) Redundant coding (repeats of the same color(s)) is permissable and
should be practiced as necessary to ensure identification of all feature segments.
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(5) Color patches may be applied in any size, shape, color, and fre-
quency so long as they do not violate any of the preceding rules.

4. ASSESSMENT OF THE SOLUTION

The color coding study and investigation has postulated a coding scheme which
would utilize one level of coding (10 colors) on the base manuscript, and up to two
levels of coding (10 colors each, but no color repeats within any two-color code com-
bination) on a mechanically registered overlay to the base manuscript. This provides
forty-five (45) identifiable combinations for the overlay code by itself, and 450 combin-
ations when taken in conjunction with the base manuscript code. The ten-color coding
scheme presumes no specific color assignments; these are to be provided according
to the preference of the contracting agency. It was suggested that the "color" black
be witheld from use in the coding scheme. This recommendation was made on the
basis that black alone does not color-mix with other colors, and hence has potential
for utilization as a special "edit color" in this or future applications, if required.

The oading format described is considered to provide those characteristics
required of a system to function efficiently in the ACS. The format is hierarchial
in structure with three levels of feature classification which satisfactorily accommodate a
natural segregation of cartographic feature types. The structure permits ready table
look-up of code for any feature type, and for the identification of a coded feature on the
manuscript.

The coding format has been designed to be highly versatile and flexible. Coding
assignments within each first-level classification may be modified as desired to group
feature types on a different basis than that described. Color may be employed at the
first level of coding to provide an easy recognition of feature class; at second-level
coding, color assignments mny be made to provide a consistent use of color in all
feature classes to relate to lineal and areal features. When specifications change,
the format may be readily changed to meet new requirements. The coding format
described allos all features to be shown on one compilation manuscript. For those
cases in which more than one manuscript is necessary because of feature density, a
separate coding format may be developed for each manuscript aach format utilizing
a complete structure with 10 colors.

The format presented is expandable, permitting a logical extension to coding of
feature types not included in this tabulation. This capability will allow the refinement
of type identifications as experience is accumulated, and ACS operating procedures
are developed. The format lends itself to a logical expansion to utilize any increase
in color recognition capability of the ACSD, or the development of color pencils or
inks which better utilize the ACSD potential.
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The code utilization is straight-forward from the standpoints of both applic-
ation and interpretation. The accuracy requirements in the compiler's positioning of

Sthe code, and of the I CSDts registration of the related manuscripts, are less exact-S~ing than most other aspects of the cartographic process. This should resalt in a
• feature identification error rate which is very low by normal editing standards. In

all, it is believed that the proposed scheme comprises a workable solution which
attains a good balance among its constituent cartographic, human factors, hardware,
and software elements.

t
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SECTION III

FEATURE IDENTIFICATION SOFTWARE SYSTEM

1. INTRODUCTION

The Feature Identification Software System (FISS) constitutes a set of stand-
alone software programs which accepts ACSD-generated raster formatted data records,
extracts and correlates color tagged positional data based on the hierarchial color
scheme established in Section IIand connects these data elements on a point-to-point
basis to form lineal formatted data records which are symbolically tagged by feature
type. The major system components required for the generation of the lineal files
are described in Paragraph 2, while the Feature Identification Software System oper-
ation is described in Paragraph 3.

2. DESCRIPTION

The major system components required for the generation of the lineal formatted

files which serve as input to the ACS Lineal Processing Software System are the Auto-
matic Color Separation Device (ACSD) and the Feature Identification Software System
(FISS). These functional components are described in the following paragraphs.

a. Automatic Color Separation Device

The function of the ACSD is to generate the raster formatted color files
which serve as input to the FISS. For the most part, the constraints on ACSD opera-

tion are the same as required for the existing CAST linealization software. There are,
however, two significant areas where the operational procedures differ. These areas
address the additional requirements for absolute machine registration and certain hard-
ware parameter settings and are discussed below.

(1) Machine Registration

The prescribed manuscript compilation procedures yield a base

manuscript and coded overlay manuscript which must be separately scanned, but prop-
erly registered at processing time to obtain valid FISS results. Because software
registration (rotation in particular) of point represented data is quite inefficiet, a
system of machine registration was adopted based on the ACIC pin registration system.

This was accomplished by outfitting the ACSD with the standard
ACIC "pin" arrangement to permit fixed, repeatable manuscript mounting. Scan re-

peatability (i.e., registration) between separate scannings may then be. obtained by the
following operational setup procedures.
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•Registration in X is achieved by fixing the photodetector pos-
itioning rings for the successive scans of base and overlay
manuscripts.

* Registration in Y is achieved by zeroing the Y-counter and

positioning the scan head at its upper limit of travel for all
scannings.

(2) Hardware Parameter Settings

Certain ACSD parameter settings must be given additional consid-
eration when preparing data files for FISS inputs.

Since the two separate data files mustbe subsequently associated,
both the base and coded overlay manuscripts require scanning with the same settings
for resolution and minimum area.

Because extraneous color data on the overlay manuscript could
easily be interpreted as a valid color code, only those color switches representing
valid overlay colors should be enabled during the scan of that manuscript. Since base
manuscript colors are selectively extracted during FISS execution, all color switches
can be enabled during the scan of that manuscript.

b. Feature Identification Software System

The function of the FISS is to generate the lineal formatted feature file
which serves as input to the ACS Lineal Processing Software System. The input to
the FISS program is properly machine-registered ACSD raster data files. FISS is a
stand-alone program written for the ECF PDP-9 computer facility.

(1) Design

FISS is designed with CAST as its basis for point-to-point correl-
ation. New software was designed and written to implement the color tag correlation
and identification functions of the FISS. The input end of CAST was modified to accept
two ACSD-generated raw raster data files in place of individual RACS-gonerated color
files. This modification eliminates the need for the RACS color separation function
completely, and permits the t;orrelation of the pre-registered positional data and color
tag d, ,a to be performed in an in-line fashion at the raster level.

(2) Implementation

Appendix I describes the Feature Identification Software System
operating instructions. Previously established CAST line connection control para-
meters are selected through an operator/program query-response mechanism. In
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addition, a base manuscript feature color which identifies a feature class resident on
the base manuscript is requested for each serial pass of the ACSD input files. Oper-
ation occurs in three functional phases as described in Paragraph 3.

3. FISS OPERATION

The FISS program as designed is divided into three functional phases
of execution: .nitialization, fenture data set generation, and MMS tape generation.
These three functional phases Af execution, plus the generated statistical data, are
described in the following par igraphs.

a. Initialization

The initialization phase of the FISS program provides a soft-
ware controlled user-system interface to query administrative messages via the con-
sole teletype/teleprinter and to enter control information and data. The control para-
meters required for feature data set generation and the base color representation of
a specific class of feature types are entered during the system initialization phase.
Error diagnostics identify abnormal user entries and instruct user recovery capabi.-
ities.

b. Feature Data Set Generation

This next phase of the FISS program is devoted to the genera-
tion of the jatermediate data set structure. During this operation, the functions per-
formed include the input and sychrornization of base mani'.script and color overlay raw
raster data records, point-to-point correlation of base manuscript positional data
(line connection), correlation of feature identification data (color tags) `o feature pos-
itional data, and transfer of this feature ide..tification data to disk-resident feature
data sets.

(1) Raster Data Input

Paragraph 2.a described the proccdure for producing two
ACSD raw raster data tape files in proper registration. The one tape file contains
feature positional data resident on the base manuscript, while other contains feature
identification data (color tags) resident on the color overlay. The two tapes are syn-
chronously processed in a serial batch mode and supply the feature positional data in-
put required for line connection and the feature identification data input requ-rcd for
color tag correlation. For each serial pass of the ACSD input files, a single base
feature color is extracted, linealized and correlated to the overlay color tags.

(2) Line Connection

The CAST raster-to-lineal conversion package serves
as the basis for the line connection functions of the FISS prograrn. The point-to-point
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correlation criteria is applied to the base manuscript positional data to create a disk-
resident lineal data set structure which describes the base manuscript data. Only
those line connection capabilities existent in CAST at the time of its induction into the

FISS program are implemented in the current version of the FISS program.

(3) Color Tag Correlation

Color tag data resident on the color overlay must be cor-
related to the feature data sets created from the positional data resident ov the base
manuscript. The basis of this correlation is the positional adjacency of the color tag
data to the base manuscript feature data. This positional adjacency is ascertained by
the same lookahead mechanism used to line connect the individual feature data elements.
A feature data set may have from zero to two unique color tags legally associated with
it. More than two unique color tags correlated to a single data feature indicates erron-
eous color tag information.

'IColor tag information correlated to feature data sets is
stored in a core-residert color word dedicated to that feature data set buffer. The
color word reserves a bit for each of the possible color codes generated by the ACSD
as shown in Figure 4 . A color tag correlation sets the appropriate color word bit
for the feature data set indicated. The feature color word structure enables the accum-
ulation of all possible color tags correlated to a particular feature data set.

(1) Mother Block Update

Feature line segments are represented as feature data
set blocks (mother block and its associated daughter blocks). Upon unconditional
feature data set terminationthe mother block update function transfers the core-res-
ident color tag information accumulated for that feature data set to its mother block.
The color tag information overwrites a free word of the mother block header. Linkage
information required by the output phase is also transfered to the mother block header.
The feature oAata sets remain disk resident until the output phase of the FISS program
is initiated.

c. Lineal Data File Generation

The final phase of the FISS program is devoted to the generation
of the final lineal formatted data file. The functions performed include the feature
header generation and conversion of the feature data set structure to the required
standard MMS tape format.

(1) Feature Header Generation

Due to the nature of feature data set generation, the occur-
rence of paints of maxima and minima may cause a single. line continuous feature to
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be linealized as multiple feature data sets. Because of this, feature identification data
must be collected from all the feature data sets which define such a feature to assure
proper feature header generation. Color collection involves the accessing and ORing
of all feature data set color words which describe a single output feature.

For example, Figure 5 depicts a single closed feature
represented as tw" ieature data sets and identified by two unique color tags. Color
tag m is correla ed to feature data set 1, while color tag n is correlated to feature
data set 2. Each >ature data set color word, plus the resultant color word following
the collection process are depicted.

The resultant color word produced by the collection proc-
ess is used to create the CCCC field of the MMS featur-, header record. The CCCC
field contains two unique color cudes (0C08-20). Bits 6-11 represent one color code,
while bits 12-17 represent the other cclor cote. In the present configuration, color
codes 008-178 represent the actual ACSD machine codes, while the color code 208 is

uused to represent the color blank (no c',lor).

The ba.e manuscript feature color is contained in the
FFFF field of the MMS feature header i-ecord. The FFFF field contains a single color
code (008-178) in Bits 12-17, which represents the cartographic feature class, as
coded on the base manuscript. Bits 6-11 of the FFFF field of the MMS header record
are normalls zero unless more than two overlay color tags are correlated to a single
output feature, in which case bits 6-11 of the FFFF field are non-zero to indicate
possible erroneous color information.

(2) MMS Conversion

IDuring the generation of the lineal data file, the internal
disk-resident data set structure is converted to the required ACS MMS format ý The
PDP-9 fixed point format to CE-645 floating point format cor version is performed by
CAST-proven programs, rjodified to include the feature identification functional capa-
bilities. Logical feature lata set linkage functions which concatenate iine segment
features at points of maxima and minima are also extracted from the CAST soitware
package and implemented in this output processing phase.

d. Statistical Data

The statistical data generated upon successful completion of
the FISS is a carry over from the CAST software package. Tbi operational statistics
compiled during execution are output via the on-line teleprin" r and include the rumber
of points input and output (indication of data expansion or compression, the number
of converges and diverges (indication cf segmentation and branching), tie number of
features output, plus storage and processing time information.
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SECTION IV

RASTER PLOTTER SOFTWARE SYSTEM

it. INTRODUCTION

The Raster Plotter Software System (RPSS) constitutes a set of stand-alone soft-
ware programs which accept data produced by the Format Conversion Program, and
re-structures and formats that data as necessary to drive the ECF Graphic Plotter.
The input to RPSS is the edited and symbolized raster formatted data, sorted by the
assigned final printed graphics color, a. generated by the Format Conversion Pro-
gram currently in operation at RADC ECF. The autputs from RPSS are the aperture
and density level commands required to drive the Graphic Plotter.

2. DESCRIPTION

Since the Raster Plotter Software System accepts data from the lbrmat Conversion
Program, and outputs data to the Graphic Plotter, a familiarity with that software and
hardware, respectively, is essential prior to describing RPSS itself. The following
paragraphs provide functional descriptions of all three systems: Format Conversion,
Graphic Plotter, and RPSS.

a. Format Conversion Program

The ACS 17ormat Conversion Program can accept data in either lineal
record or raster record format. Lineal record format input is that geLerated by
various lineal devices, or the ACSD with CAST post-processing, and processed by the
existing ACS Lineal Processing Software. Raster record tormat input is that generated
directly by the ACSD. For either form of input, the Format Conversion output to RPSS
is a raster record format at the final required resolution.

(1) Tape Structure

The Format Conversion Program operates on the GE 635/645; its

output magnetic tape file is composed of fixed length blocks which are compatible with
the ECF PDP-9 Computer System. The program generates two types of record blocks,
each of which contains 320, 36-bit words. These words representinteger values, each
GE integer word being equivalent to two PDP-9 integer wordb.

(2) Data Format

The overall format of these two tape data blocks is shown in Figure
6. Each new scan line begins with a new data block, termed "Start of scan line

block". If a scan line contains more data than can be contained within a single 320

word block, then the program generates as many additional blocks as are needed to
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WORD

BLOCK SERIAL NUMBER I BLOCK SERIAL NJUMBER

RECORD SLRIAL NUMB:-;R 2 RECORD SERIAL NUMBER

NUM5•R OF X COORDINATES 3 X ADDRESS

FLAC 4 X CONTROL WORD

Y AODRFSS 5 X ADDRESS

Y CONTROL WORD S X CONTROL WORD

X ADDRESS 7 X ADDRI S

X CONTROL WORD 
8 X CONTROL WORD

X ADDRESS 9 X ADDRESS

X CONTROL WORD ic X COt'TROL WORD

X ADDRCSS 11 X ADDRESS

X CONTROL WORD 12 X CONTROL WORD

* 
0

X ADDRESS 19 X ADDRESS

WORD Q2n X CONTROL WORD

(a) (b)

Start of Scan Block Continuation Block

Figure 6

Format Conversion Program Block Format

V1I
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complete the scan line. These addiLtnal data blocks are termed "Continuation blocks".
Continuation blocks are identical to start of scan line blocks except that they omit the
four words designating number of x coordinates, flag, y address, and y command word.
These words in the start of scan line block pertain both to that block and to all ensuing
continuation blocks.

Figure 7 shows the control word associated with the X or Y address
given in the proceeding address word. Bits 0 to 23 of the control word are zero, while
bits 24 to 29 contain the aperture, density level, and line center designator in the format
required to drive the Graphic Plotter. For a lineal format input, bits 30 to 35 are all
zero in the control word, while for a raster record format, bits 30 to 35 contain the 5-
bit ACSD designator code, right adjusted with one leading zero.

b, Graphic Plotter

The ECF Graphic Plotter is an incremental raster plotting device which
uses a modulated laser beam to expose photographic film. The Graphic Plotter is a
stand alone unit which receives data from digital magnetic tape and under digital control,
plots variable line weight, variable density data. Up to four line weights can be plotted
at a single pass, as determined by four preset, selectable apertures, or channels.
Area data may also be plotted. For each channel, a density code, with eight specifi-
able levels, controls the laser beam intensity. The output resolution is selectable at
several diocrete values up to 1500 lines per inch.

(1) Data Plotting Format

A 24 bit commp:-.' word controls the operation of the Graphic Plotter.
A data block for a single acan la, _-, nat contain more than 1024 data words, each
word consisting of four, 6-bit cha-, i;irs (see Figure 8 ). The first character specif-
ies the density/channel selec'ed, while the other three give the scan line address.
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1718S19 20 21 22 23Z4 25 26 27 282930 31 32 33 3435lololotoiol olol o 1ol 1oIo I o 1 o lool Io ool o 0 !'0101 1 1 11 101( 01o o 0I !1 0 1oo o o o o

FIELD OF ZEROES APERTURE

DENdSITY ZEROES

(a)

Lineal Record Format

0 I 2 3 4 S 6 7 8 9 10 t1 12 13 14 15 1617 18 19 20 Z122 23 24 2526 27 28 2930313233 3435

"I- o o o o oo oo oooooooool~l" 1' o

FIELD OF ZEROES APERTURE

DENSITY ACSD
DESIGNATOR

CODE

(b)

Raster Record Format

Figure 7

Format Conversion Program Control Word

0 5 6 I1 12 17 18 23

CHARACTER I CHARACTERS 2,3,4

DIENSIT ,'"HANNEL SCAN ADDRESS
WITM AREA/LINE

OES GAOR

(c)

Figure 8

Graphic Plotter Command Word
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The first word of each block contains the Y-address or carriage position. All
subsequent command words contain an X-address or recording data. The bit assign-
ments for the command word are indicated in Table XI for the configuration of the
command word shown in Figure 9 . Line weights are achieved by presetting the
apertures on each of the four channels. During the runspecific lineweights for each
point plotted are effected by selecting one of these channel:.

Lineal/areal designation is controlled by using the line/area designator
(bit 3) of the graphic plotter command word. If this bit is "1", this signifies that
the data point specified by the address in the command word is line center data;
this results in a single spot recording. If this bit is "0", this signifies that the
address in the command word is an area begin; this results in the laser beam remain-
ing on. Area information is formed by two successive command words, the first con-
taining the area begin designator and the second, to end the area, containing a line
center designator and the address at which the beam will be turned off.

(2) Data Termination Format

To terminate a scan line, the commana word immediately following the
last X-position must contain an end of line (EOL) designator, i. e. bits 7 through 12
of the command word being all l's. The EOL designator steps the lens carriage to
the next scan line. If there is no EOL in the block of command words, the carriage

will not be stepped and recording may take place on the same scan line for successive
revolutions of the plotter drum. In this case the first command word of the data block
must contain the same Y-address, or carriage position, as the previous block.

To terminate recording, an end of message (EOM) signal is indicated
in bits 7 through 12 of the command word. In this case bits 7-9 are zero and bits
10-12 are ls. When an EOM is encountered, recording is stopped. An EOL and an
EOM are not to be used in the same data block.

c. Raster Plotter Software System

The function of RPSS is to generate the drive tape required to operate
the ECF Graphic Plotter. The raster formatted information used in the genera-

-49-



TABLE X1

GRAPHIC PLOTTER WORD FORMAT

BITS POSITION FIELD DISIGNATION

0-2 Recording Density

3 Line/Area Designator

4,5 Line Width (Channel)

6 Unassigned

7-23 Scan Position

0 I 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 23

RECORDING CHANNEL X-POSITION (SCAN ADDRESS)
DENSITY

LINE/AREA

Figure 9

Graphic Plot Command Word Format
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tion of plotter commands is obtained from the Format Conversion Program. The re-
quired Graphic Plotter command word blocks are output from RPSS and stored oni standard 7-level magnetic tape acceptable to the Graphic Plotter.

K(1) Design

RPSS is designed to permit the user to exercise a considerable de-
gree of flexibility in generating Graphic Plotter drive tapes. If the user desires to
plot all features just as they are represented on the input data tape, the program can
be run in Tape Mode. In this mode channel and density assignments are made auto-
matically, based upon the appropriate field in the Format Conversion Program control
word. If the user desires to selectively output certain features, or make his own
channel density assignments, the program can ba run in Manual Mode. In this mode,
by using necessary feature selection codes, both feature selection and channel density
assignments are made manually. An "ALL ELSE" function permits a common channel/
density assignment to be made to all non-selected features.

(2) Implementation

FigureIV) AppendixIV, Section I, shows the overall system block
diagram for RPSS. The mode of operation is determined through an operator/program
query-response mechanism. When the input magnetic tape data file is read, each
address data word and control word is queried. For each address, the proper tag is
formulated containing the recording density and channel assignment necessary to effcct
proper Graphic Plotter operation. When a minimum area is encountered, the proper
area begin/area end commands are generated. This procedure is repeated, generating
twenty-four bit command words for each scan address.

At scan line completion, RPSS writes the block of data onto the out-
put tape. A continuation block is generated if the data block is filled before the scan
line is completed. The word immediately following the last scan address in the output
block contains the EOL designator. The EOM designator is used to termnin4it t"le
Graphic Plotter operation in place of the EOL designator for the last scan line of the
manuscript.

3. RPSS OPERATION

Precessiag of input data requires the assignment of a particular recording density
and a particular iiiieweight to each scan address of the features represented. This may
be accompiishei in either Tape mode or Manual mode as described below.

a. Tape de

(1) Gperalon

hn this mode, autornatic charncl/density assignment .- m-ade hased
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on the control word contents for each scan address. Initialization of the Tape Mode
is described in the Raster Plotter Software System Operating Instructions. (Appendix
M, Section H, Paragraph 4). Control information required by the operator for surcess-
ful operation of this mode is the minimum area in proper resoiution. Operation is as
shown in the functional block diagram of Figure IV-3.

(2) Data Format

Each input data element consists of the scan address with its assoc-
iated control word. Upon obtaining this data element the scan address, channel number
and recording density are extracted. A Graphic Plotter command word is then built
containing this information. When a minimum area is encountered, an area begin
address and an area end address are generated. This process is repeated until either
the output buffer becomes filled or the scan line is completed. After the last scan
address, an EOL designator is entered and the buffer is written onto the output tape.
Processing continues until all input data tapes are completed. When the last scan
line is reached, an EOM designator is entered in place of the EOL designator.

After the feature data set has been completed, summary statistics
are printed via the on-line printer. Depending on operator response, the program will
either recycle to accept new data files, or terminate.

b. Manual Mode

(1) Operation

In this mode, operator designated channel/density assignments are
made for selected features represented on the input data tape. Initialization of the
Manual Mode is described in the RPSS Operating Instruction (Appendix III, Section II,
Paragraph 6). Control information, in addition to minimum area in proper resolution,
is obtained by a query-response cyclq in order to afford the operator ease in assignment
of the desired lineweight and recording densities for feature output. Operation is shown
in the functional block diagram of Figure IV-4.

(2) Selection Codes

Selection code entries allow icr extraction of single features and
ranges of features with consecutive codes. Features can also be suppressed from the
output and lineweights and recordeing densities cani be reassigned. After the selection

codes have been input, they are output on the line printer, allowing corrections to be
made if required.
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(2) Data Format

Processing begins when the selection code table has been accepted. Each
i input data element (scan address and control word ) is examined for its selection code,

located in the same field of the control word as the channel/density designation of the
Tape Mode. The selection code table is searched to see if this code is to be output.
The data element will be processed if the code is in the table or the ALL ELSE flag
is on. When the entry is found in the selection code table, the delete flag is checked.
If the delete flag is on, the data element is not processed; otherwise the Graphic
Plotter command word is formed for the channel and density previously assigned this
code. The ALL ELSE function allows data elements to be processed without the code
being in the table. Processing then proceeds in the same manner just described. Min-
imum area conditions are checked and handled accordingly. Scan lines are terminatkd
with an EOL designator and plotter operation is terminated with an EOM designator.

After the feature data set has been completed summary statistics are printed
on the line-printer. Depending on operator response, the program will either recycle
to accept new data files, or terminate.
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SECTION V

TEST AND DEMONSTRATION

This section describes the tests performed by Hamilton Standard personnel at

the RADC ECF for the purpose of demonstrating the performance Af the Feature Ident-
ification Sottware System and Raster Plotter Software System. All tests were performed
using the DEC PDP-9 computer processing system located at the RADC ECF. The

specific tests performed, their results, and the end evaluation ot these results are de-

Sscribed for both stand alone software systens.

1. FEATURE IDENTIFICATION SOFTWARE SYSTEM (FISS)

a. Method of Approach

Two major series of tests were performed at RADC using hand-drawn

graphics to demonstrate the application of the color coding scheme and the pc-formance
capabilities of the Feature Identification Software System. The first series of

tests used a simple, single-color base manuscript and its associated multi-color
coded overlay. The graphic consisted primarily oi closed features and maxima-min-

ima features representing various color tag ordering and placement as shown in Figure
10. Such feature data enabled the checkout and evaluation of color tag correlation and

collection functional capabilities. The second series of tests used a multi-color base
manuscript and its associated multi-color coded overlay. The graphic consisted cf

typical cartographic features classified by feature color.

All tests were performed on all-areal ACSD-generated data files using

nominal CAST line connection soitware parameters. PDP-9 printer plots were gener-

ated to evaluate ACSD raster data inputs to the FISS and to verify raw data anomalies.

7he CDP and its associated software system were used to plot and selectively verify
proper color tag correlation and feature header identification.

b. Test Procedures

The testing procedures are presented in two parts. The first part de-

scribes the procedures used to generate the ACSD raster files which serve as test
files for the FISS. The second part describes the procedures used to demonstrate
the functional capabilities of the FISS.

(1) rest File Generation

(a) Graphic Preparation
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Two hand-drawn, multi-color graphics were prepared
in accordance with RADC operational procedures. These graphics consisted of:

A hand-drawn base manuscript containing three (3)
feature types ,(contours, drains, roads)represent-
ed by four (4) unique colors.

- A hand-drawn coded overlay containing color tag
information represented by a set of seven (7) unique
colors plus blank.

Ft

(b) Registration

Tne base manuscript and coded overlay were prepared
and scanned using previously described pin registration procedures such that the in-
formation derived from successive scans of base and overlay produced properly reg-
istered ra-ter data file.

(c) - Machine Parameter Settings

The base manuscript and coded overlay were scanned
successively using a minimum area setting of one and a resolution of four (4) mils.
The resultant test files were a base manuscript file and a coded overlay file, each
on a separate tape.

(2) FISS Execution

The Feature Identification Software System produced MMS form-
atted lineal feature files, one for each feature type represented by a base manuscript
color. The FFFF field of each lineal feature should record the base manuscript color
code while the CCCC field should record thc color code representing the color tags on
the coded overlay.

c. Test Results

The CDP and its associated software system were used to evaluate the
feature identification capabilities of the FISS. The FFFF field of each lineal feature
header identifies the base manuscript color of the feature type. In addition, when the
leading pair of digits of the FFFF field oi the lineal feature header are non-zero, a
flag is set to indicate possible c rroneous color tag information, as created by the correl-
ation of more than two unique color tags to one lineal feature. The CCCC field is used
to identify the overlay color tags associated with the lineai featur t. Selective examin-
ation of lineal features and their associated headers verified that the prescribed color
tag correlation and identification had taken place.
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(1) Initial Testing

The initial series of tests subjected the F7SS to closed
features and maxima-minima features representing various color tag orders and
placements as shown in Figure 10. Color tag correlation and collection were successful
and proper feature identification resulted for the various color tag orientations presented
on the test graphic. Color tag correlation and proper feature identification resulted
for all no-, one-, and two-color tag representations. The single more-than-two-color
tag case was properly recognized and flagged for possible erroneous color information.
Redundant color tag coding (overcoding) had no effect on the correlation, collection,
or identification functions of the FISS. The resultant feature headers generated are
shown in Table XII.

FvFF CCCC Color 2 Color 1

0011 1201 Canary Yellow Orange
0011 1201 Canary Yellow Orange
0011 1201 Canary Yellow Orange
7711 0701 Blue Violet Orange
0011 1201 Canary Yellow Orange
0011 1201 Canary Yellow Orange
0011 1201 Canary Yellow Orange
0011 2001 Blank Orange
0011 2001 Blank Orange
0011 2001 Blank Orange
0011 2026 Blank Blank
0011 1201 Canary Yellow Orange

0011 1201 Canary Yellow Orange
0011 1201 Canary Yellow Orange
0011 1201 Canary Yellow Orange
0011 2601 Blank Orange
0011 2012 Blank Canary Yellow
0011 2020 Blank Blank
0011 1201 Canary Yellow Orange

TABLE XII

FISS FEATURE HEADERS: LN!TIAL TESTING
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(2) Final Testing

The second series of tests subjected the FISS to typical carto-
graphic features (contours, drains, roads). Table XIII shows the set of feature head-
er identification fields generated by the FISS for the base manuscript color represent-
ing drainage. Also presented in Table XII is the actuai color identification represent-
ed on the base manuscript and coded over!ay describing these drainage features.

Table XII indicates a relatively high occurrence of the no-color
tag representation. It was verified during FISS testing that this no-color tag represent-
ation was attributable to non-tagged features caused by feature segmentation and/or

miscorrelation of color tags due to scan line shift resulting from the data loss in the
overlay file. The ACSD file data loss was verified by PDP-9 line printer plots during
FISS testing. Table XIII also indicates proper one-color tag representations for both
magenta and canary yellow color tags.

There were two occurrences of improper feature identification
other than the no-color tag case. The first one was a valid two-color tag represent-
ation, but an erroneous feature identification. The second occurrence was an invalid
feature identification of more than two unique color tags. It was verified, however,
using the CDP Software System that both these occurrences were attributable to the pre-
viously mentioned data loss, and not related to FISS software deficiencies.

d. Evaluation of Test Results

The intent of the Feature Identification Software System was to implement
the color coding scheme prescribed by the study and investigation phase (Section II).
Implementation involved color tag correlation and feature identification, both of which
were successfully accomplished by the FISS. The following paragraphs disc . partic-
ular areas of interest.

The ACSD Pin registration retrofit proved adequate to produce base man-
uscript and coded overlay files having sufficiently accurate registration to permit
successful implementation of the proposed coding scheme. No software registration
was required.

Although the current version of the FISS requires a fixed resolution
for successive scans of base and overlay manuscripts, a decrease in scanning time
could be obtained by scanning the coded overlay at a coarser resolution than the base
manuscript. With minor software modifications, this option could be incorporated
into the FISS.
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ACTUAL COLOR

TAG IDENTIFICATION

BASE FEATURE BASE COLOR COLOR TAG 2 COLOR TAG 1

DRAINS BLUE VIOLET(07 8 ) BLANK(20 8 ) MAGENTA(03 8 )

DRAINS BLUE VIOLET(078) 13LANK(20 8 ) CANARY YFLLOW
(1.28)

RESULTANT COLOR
TAG IDENTIFICATION

NO.OF BASE COLOR NO. OF COLOR TAGS2/1
FEATURES __FFF COLOR TAGS __(CCCC)g COLOR2 COLOR1

11 0007 0 2020 Blank Blank
8 0007 1 2003 Blank Magenta
9 0007 1 2012 Blank Canary

Yellow

1 0007 2 1203 Canary Magenta
Yello%%

1 7707 >2 1001 Azure Orange
Blue

TABLE XIII

FISS FEATURE HEADER: FINAL TESTING
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biecause the coding scheme does not utilize color repeats in the overlay
code structure, the usa of redundant color tagging was shown to have no adverse effects
on FISS. operation. Moreover, such redundant coding was shown to be both useful
and necessary in perpetuating the proper feature identification across unintended gaps
in the CAST -generated lineal data strings. Otherwise, such feature segments would
beccme associated with the default header, i.e., a one-color or no-color tag.

Although only slash lines were used as color tags in the tests p.rform-
ed to date, i should be emphasized that the FISS requires no srxccial code shape; the
only requirera.ent _;z, for near intersectionof feature and overlay symbol. It is there-
fore suggested that testing be conducted to determine what other symbol variations are
convenient to the cartographer, provide reasonable redundancy, arnd result in the low-
est error ra'ces.
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2. RASTER PLOTTER SOFTWARE SYSTEM (RPSS)

a. Method of Approach

Two major series of tests were performed to demonstrate the two
different modes of operation available using the RPSS. The first series of tests were
performed using the Tape Mode of operation, while the second series were performed
using the Manual Mode. Both series of tests were performed on the same test data
file in order to better verify and compare results. The test data file consisted of a carto-
graphic manuscript which had been digitized and subsequently processed by the Format
Conversion Program for use by the RPSS.

Once the output tapes for each test were generated, they were plotted
on the ECF Craphic Plotter for final evaluation. Tape dumps using the utility routine
MTDUMP and the PDP-9 line printer were also made of both the input test data file
and of each output plot tape to test the accuracy and proper operation of the RPSS
program.

b. Test Procedures

Separate tests were performed for each mode of operation, Tape
Mode and Manual Mode. The paragraphs that follow first describe the test to demon-
strate the Tape Mode of operation, and second, the tests to demonstrate the Manual

Mode of operation.

(1) Tape Mode

The program was initialized for operation in the Tape Mode
in accordance with the instructions provided in the RPSS operations manual (Apppendix
III). The prescribed test input records were converted from their 36-bit raswer record
data word format to the prescribed Graphic Plotter 24-bit raster record data word
format. The converted data vas ussembled and recorded on magnetic tape in the
block reco:d format of the Graphic Plotter. Control data was incorporated within
the output data stream as required to identify the start and end of scan line plot
records, beginning and end of areas, aperture and density parameters, etc. All
test data appearing in the test input data file was processed and recorded on the
test output file.

(2) Manual Mode

This seiies of tests was conducted to devionstrate the versatil-
ity and feature extraction provisions of the RPSS. The tests allowed for selectabilitx,
of features desired to be plotted.
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(a) Single Feature Pull Plot Test

The term "Single Feature Pull" as used in the con-
text of this test description is defined as all cartographic information appearing in the
test file which is tagged with the same selection code designator. This test demonstrated
the mechanism by which such information was identified and extracted from the test
input file and then processed and recorded so as to create a "single feature"Grarbhics
Plotter input tape.

(b) Multiple Feature Pull Plot Test

This test demonstrated the ability of the RPSS to
map two or more features, defined in the same context as the previous test, to any
legitimate user specified Graphics Plotter output symbolization. This was accomp-
lished by assigning two features to one output channel/density, and a third feature to
a different output channel/density.

(c) All Else Test

This test was included to demonstrate the "All Else"
provisions of the RPSS. This provision may be invoked at any time during the program

~initialization &equence. Its function is to provide the user with the capability to plot
all remaining unassigned input data at a predefined Graphics Plotter aperture and/or

density setting.

SC. Test Results

Test output verification was obtained in two forms. The first
form was the plotted hardcopy output from the ECF Graphic Plotter. The second form
consisted of line printer dumps obtained from both input and output tapes. Figures
11 and 12 show the hardcopy output of the Tape Mode and a single feature pull of

the Manual Mode, respectively. Figures 13 and 14 show a typical tape dump of the
input and output tapes respectively.

All tests were processed to completion. Four output tapes were
generated, one for each of the tests described in paragraph 2.b above. Tape dumps
were obtained for the input tape data file and each of the four output tapes. The dumps
were taken in the same vicinity in order to show correlation and proper processing of
the data for each test. Graphin Plotter output was not generated initially due to oper-

ational difficulties encountered with that device. Consequently, evaluations were
first made using the tape dumps. When the Graphics Plotter became operational,
plotted confirmation of the lineprinter tabulations was obtained. 2he following par-
agraph discusses the evaluation as based on all aailable test results,.
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FIGURE 1. SAMPLE GRAPHIC PLOTTER OUTPUT,- TAPE MODE
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FIGURE 12. SAMPLE GRAPHIC PLOTTER OUTPUT: MANUAL MODE

-65-



I
WORD BLOCK SERIAL RECORD SERIAL NUMBER OF

NUMBER NUMBER NUMBER X COORDINATES FLAG OF 61S
I 9426C-0,17-4n•/ IJ,•O47• 0•00T0(1 10000910 000044-11666666 6K6666-1

1?, 0,27J5 2Ai-:4, *00342lJOO000 2,0560411000000 0003770
19 rlooozv 02 4 X ADDRESS X CONTROL WORD X ADDRESS

2I XC CONTROL WORD 007534 000000 00V603 000000 007604
V D000S'00 000732 000000 005504 000000

OVV.4, 005704 000000 001236 000000 005504 000000 002041
55 0 0 A',A00 •76.4 4 i 14 00 002322 000000 005504 000000 002416 000000
64 0•55Z4 -1-cOV Z-03047 000000 303704 000000 003162 000000 003704
73 J00000 00.1o3 000000 003704 000000 003164 000000 003704 000000
8? 003169 000t'0,• 003704 000000 003176 000000 007704 000000 003236
91 00000 I.i7/,A4 400000 003327 000000 005704 000000 003374 000000

100 A03604 0h O A04000 000000 005504 000000 004073 000000 005504
109 JOb000 074374 i000 007604 000000 004641 000000 003604 000000
118 J0473? 2,)rw', 0,3604 000000 005064 000000 007604 000000 005104
127 060J0 0•750,4 ý'LA0000 005144 000000 005604 000000 005147 000000
136 00560.4 40V':l0 005150 000000 005604 000000 005151 000000
145 005604 000000 005153 000000 005604
154 -= • A04 -- 000000 002345 000000 005504 000000

X ADDRESS X CONTROL WORD 002347 000000 005504 000000 002350 000000
172 005504 00'000 002351 000000 005504 000000 002352 000000 005504
181 00000'0 0,2.Jt3 P0000 005504 000000 002354 000000 005504 000000
190 002355 OVOO'- 005504 000000 002356 000000 005504 000000 002357
199 000300 0055U4 4,O000 002360 000000 005504 000000 002361 000000
208 0095504 0 ,/,/ 002362 000000 005504 000000 002363 000000 005504
217 0.400W 0A26o4 0700400 005504 00000{ 002365 000000 005504 000000
226 002366 h4;i.A A,405504 000000 002367 000000 005504 000000 002370
235 000(00 0k5504 ,V00o0 002371 000000 005504 000000 002372 000000
244 005504 000ZO 0.02673 000000 005504 000000 002374 000000 005504
253 O00001, 002375 000000 005504 000000 002376 000000 005504 000000
262 P102377 1j00v.;'VW 05504 000000 002400 000000 005504 000000 002401
271 3000AO. ,v•4 000000 002402 000W0O 005504 000000 002403 000000
280 0055044 OOAvO0,0 22404 000000 005504 000000 002405 000000 005504
289 ej0 A0 A ':i24v.6 AV, 0000 005504 00000? 002407 000000 005504 000000
298 00ý41V 0£1,10V 005504 00000,0 002411 0,00000 005504 000000 002412
307 0•7(0;5V 0)ý04•00000V 002413 000000 005504 000000 002414 000000

316 005574 v•0Y12 ' •,0415 000000 0055,14 00000e 002416 000000 005504
325 000000 013047 0700 00 005704 000000 003160 000000 003704 000000
334 093161 •G6'k 0,3704 000300 003162 000000 003704 000000 003177
343 00000,1 ?,07714 000000 003236 000000 007704 000000 003327 000000
352 005774 OoOV011 0613374 000000 003604 000000 004000 000000 005504
361 000000 0r4V73 v.00000 005304 000000 004374 00VV00 007604 000000

STAPE DUMP - INPUT TAPE DATA FILE

FIGURE 1J3 LINEPRINTER DUMP:. RPSS INPUT DATA
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V COMMAND X COMMAND X COMV'AND X COMMAND A COMMAND X COMMAND

WORD WORD WORD WORD WORD WORD

19 i416.7. 3700J1 623700 316337 003164 370031 657700 317677
28 003216 q7,v:3 273600 337455 004000 550040 737600 437436 004641
S37 36044 3276-,ý 5A6475 005150 560051
46 51560;1 5152.6 0051.53 1560051 5410437 400104 3700 043700 000437
55 0 W 0 4 37C 'iX 0o437(40 X COMMAND END OF LINE HIGH IGNORE 000437 000004
64 37 0 x,; :'437,0 000437 WORD DEW1GNATOR VALUE 000004 370000
73 3437A.1 016,437 000004 370100 0.43700 000437 000004 370000 043700
82 000437 O0OV,4 370000 043700 000437 000004 370000 043700 000437
91 N101,604 370wj'o 043700 000437 000004 370000 043700 000437 000004

100 370000 M43"76 000437 000004 370000 043700 000437 000004 370000
109 (437o, 000437 000004 .370000 043700 000437 000004 370000 043700
118 000437 000;11U4 370000 043700 000437 4000004 370000 043700 000437
127 00004 37 W0. •743700 000437 000004 370000 043700 000437 000004
136 370000 0,43702 000437 000004 370000 043700 000437 000004 370000
145 043700 000437 00004 370000 043700 000437 000004 370000 043700
154 O0437 000004 370000 043700 000437 000004 370000 043700 000437
163 k000004 37i1.3ev, 043700 000437 000004 370000 443700 000437 000004
172 370000 04370V 000437 000004 370000 043700 000437 000004 370000
181 043700 000437 000004 370000 043700 000437 000004 370000 043700
190 1000437 370000 043700 000437 000004 370000 043700 000437
199 0 ,00,4 37,10 tV 043700 0437 000437 00 37000 0,43700 0437 000004

208 037V,•kl 3743/140 000437 000004 370000 043700 000437 000004 370000
217 04 37 043700 000437 000004 370000 043700 00043 0070004
226 37'0437 7,43'7.(4 437 04300 0000 0437004 00043 000004 000437
235 -.1004 37-.Av:,, 043700 000437 004004 370000 04370 000437 000004
244 3i701043 i4 37ý',' 0 0437004 00043 000004 370000 043700 000370
253 / 34374 004•377 000004 370000 043700 000437 000'004 37000 043700
2620 437 004 3700004 370400 043700 000437 000004 370000437
271 /0400P4 3737,V00 047004 000437 000004 370000437 000004
280 370014 143"7,0, 0437 70004 3700043 043700 000407 040004 370000
269 1/,30,4 0004Z7 04700 004 373000 043700 000437 000004 370000 043700
298 &,0437 04;37,4 670000 004V70 000437 040004 370004 043700 000437
32.7 043,L A7,7 0377 700407 0443700 0007 000003 30000437 000004316 3700X7 '.•A437jzv. 100,t 437 0,00004 37P0oo 04370k) 000437 000004 370000
325 ,,437V.• v.'11464,7 3,,.2 •7•0OV0 04-3700 000437 0•00004 370000 043700
334 v•04,37 v';V,,.,4 370000 043700 000437 000004 370000 043700 000437
343 2.,•_1,C4 37;,,,? 04370 000437 0000(4 370000 043700 000437 000004
352 37•0011 ,4S7," 0,J0437 000 004 3700eV, 043700 000-437 000004 370000
361 :437.' l ,/,37 0',0,4 370000 0437 •?, 010437 000004 370000 043700

TAPE DUMP - OUTPUT TAPE DATA FILE

FIGURE 14,. LINEPRINTER DUMP: RPSS OUTPUT DATA
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d. Evaluation of Test Results

In reviewing the hard copy output of the Graphic Plotter, it was
noted that some scan lines, or portions of scan lines, were missing. An examination

of input tape dumps, taken in the vicinity of the missing scan lines, showed that the
data was there and had been properly processed. An examination of output tape dumps
taken in the same vicinity however, showed that the Y-scan address had been improp-
erly processed. Upon HSD recommendation, the input tape data file was regenerated
by RADC using new, unused magnetic tape, The test was then rerun under the same
conditions as before, using new tape for output as well. When plotted on the Graphic
Plotter, no scan lines were missing. This confirmed that the RPSS program was oper-
ating correctly. fise original source of error was not definitely isolated although a
likely cause was the difference between the magnetic tape uni of the GE 635/645, where
the input tape data file was generated, and those of the DEC PDP-9, where the input
tape data file was read for processing.

To verify the RPSS Program processing, it was necessary to ex-
amine the tape dumps taken at the completion of the tests. The dump shown in Figure
13 shows the input tape dump. An input record is 320 words long, each word having
36 bits. This corresponds to a block of 640 PDP-9 words, each word having 18 bits.
For convenience in reading the dump, "words" hereafter refer to 18-bit PDP--9 words.

As indicated in the figure, words 1 and 2 contain the block serial

number; 3 and 4 contain the record serial number; 5 and 6 contain the number of X
coordinate; 7 and 8 contain a flag of 6's; 9 and 10 contain the Y address; 11 and 12 con-
tain the Y control word; 13 and 14 contain the X address; 15 and 16 contain the X
control word. The X address and X control word are repeated until the block is fin-
ished. The X control word contains the channel number and density in proper format
to drive the Graphic Plotter. The control word also contains the ACSD designator
code. For example, observe word number 16 in the dump, which is 005604. The 56
is the octal representation of the channel and density, 101110 in binary. This means
density of 5, channel 2, line center data. The 04 is the octal representation of the
ACSD designator code, which in this case signifies line center data. It is data of this
format that is converted by the RPSS Program. The control word follows its assoc-
iated address. In this case word 16 is the control word for the address' appearing
in word 14, i.e. 000342 (octal representation).

The RPSS Program converts this data to the 24-bit word repre-
sentation required to drive the Graphic Plotter. An output tape dump is shown ir,

Figure 14 . The Y- and X- command words are indicated, each being eight octal
characters in length. Since the P9P-9 word is 18-bits (6 octal characters), the dump

representation shows the command word split. For the address and control word
discussed above, the Graphic Plotter command word is found in words 2 and 3 of
the output tape dump, i.e., the last four characters of word 2 and the first four
characters of word 3. To determine the scan line on the Graphic Plotter, an end-of-
line-designator is required. This is shown in words 50 and 51 ol the output tape dump
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as the octal representation 04734000. The remainder of the bLffer is fielded with an
address higher than any acceptable scan address and thus will be ignored by the
Graphic Plotter.

Based on the hardcopy output of the Graphic Plotter, as
augmented by the line- printer dump verifications, it is concluded that the RPSS
Program meets all Jesign requirements and generates the necessary tapes for the
ECF Graphic Plottk r,

-
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SECTION V!

CONCLUSIONS AND RECOMMENDATIONS

The objectives of this program were ,o expand the capabilities of the Raster
Processing Subsystem with regards to btlh its Raster Data Input and its Raster Data
Output. These objectives have been accomplished and are described below alcng with
their related conclusions and recommendations.

1. RASTER DATA INPUT

A color coding scheme for the raster data recorded by the ACSD has been devel-
oped and implemented. The purpose if this scheme is to extend the present feature
class identification capability to the level necessary to hicrarchiallk identify all classes,
subclasses, and types of features as found on JOG 1501-A series charts.

Initial testing with this color coding scheme, as embodied in the Feature Identif-
ication Software System (FISS), confirms that these basic performance objectives have
been satisfactorily attained. The code devised is easy for the compiler to apply and
permits conventional hardware detection. Further, it is straightforward for the soft-
ware to assimilate and asoociate with the proper line form data.

The only noteworthy shortcoming of the coding scheme, as implemented, is its
limited ability to perpetuate code symbology along the entire lengths of complex
lineal features. This shortcoming is directly attributable to known limitations with-
in the current raster-to-lineal conversion, or line connect algorithms. These limit-
ations cause certain types of complex lineal data to "segment" into a ni"-ber of un-
related data sets. It is this segmentation which impedes the complete code-to-feature
correlation -which is essential to proper color codc identification.

In devising the color code strategy, it was recognized that -- while outside the
scope. of this effort - an improved line connect capability would ultimately be re-
quired within the Raster Processing Subsystem. The decision was thý refore made
to accept the necessity of coding individual feature segments, i.e. use redundant
coding, on the proiso that, as the liae connect capability improved, the degree of
redundancy needed in utilizing the code would likewise diminish.

The recommendation is therefore made that the necessary efforts be taken to
further advance the current line connect capability employed by the CAST software
on the PDP-9 computer facility. Such advancements would significantly improve
current ACS operation and bring the newly devised color code identification scheme
to fruition.

Preceding page blank
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2. RASTER DATA OUTPUT

Software for symbolizi"g raster data for output on the Graphic Plotter has
been developed and implemented. The purpose of these programs is to convert exist-

Sing linecenter formatted raster data to the specific lineweight and density command
codes required to operate that plotting device.

Initial testing with this raster output symbolization software, as embodied in
the Raster Plotter Software System (RPSS), confirms that these basic performance
objectives have also been satisfactorily attained. The software features both an
automatic Tape Mode, as would be used for outputting fully edited and completely
preformatted data, and a Manual Mode, which permits the operator !o make specific
data selections and format alterations.

The only shortcomings observed were "missing data" errors which were ultim-
ately attributed to tape unit differences among the GE-635/645 drives used to write
the input tape for RPSS, the PDP-9 drives used to read the input tape and prepare
the output tape during RPSS execution, and the Graphic Plotter drive used to read
the output tape for plotting. Such incompatibilities among supposedly "IBM Compat-
ible" systems are not uncommon. A standard Master Alignment tape. plus a proven
pair of RPSS input .nd output tapes, should be made available to ECF systems main-
tenance personnel to facilitate troubleshooting these errors in the future.
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